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Abstract

Research on Vision-and-Language integration is a fundamental ingredient towards the development of novel multimodal
solutions for media technologies and is nowadays one of the most productive and flourishing research areas in Al This paper
provides an overview of the research activities carried out at the AlmageLab laboratory of the Department of Engineering
“Enzo Ferrari” of the University of Modena and Reggio Emilia, which has been actively working in this area for more than
five years. The task being addressed include image captioning, cross-modal retrieval, the adaptation of Large Language
Models and Multimodal Foundational Models, as well as the integration of Vision, Language and Action in the context of the
development of navigation algorithms for personalized robotics.
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1. Introduction

The integration of Vision and Language is a core research
field in Multimedia which stands at the intersection of
Computer Vision and Natural Language Processing. AIm-
ageLab, the research laboratory at the “Enzo Ferrari” De-
partment of Engineering of the University of Modena and
Reggio Emilia, has been actively tackling this research
area for more than five years from now, addressing core
Vision-and-Language (V&L) tasks such as image caption-
ing, cross-modal retrieval, visual question answering and,
more recently, the integration and customization of foun-
dational models like Large Language Models or Multi-
modal Large-Scale models. Beyond the pure integration
of the visual and the textual modality, the group has also
developed a significant expertise in multimodal models
which combine Vision, Language and Action, such as
navigation models for embodied agents, and human-robot
interaction algorithms.

This research is conducted within different European
and national projects, such as the PERSEO MSCA project
for personalized robotics, the CREATIVE PRIN project
for generative and multimodal Al the ELSA European
Project (“European Lighthouse on Secure and Safe AI”),
the FITAMEDROB PNRR project for medical robotics,
and the more recent FAIR (Future AI Research) PNRR

Ital-IA 2023: 3rd National Conference on Artificial Intelligence, orga-

nized by CINI, May 29-31, 2023, Pisa, Italy

*Corresponding author.

& lorenzo.baraldi@unimore.it (L. Baraldi);

marcella.cornia@unimore.it (M. Cornia); rita.cucchiara@unimore.it

(R. Cucchiara)

@ 0000-0001-5125-4957 (L. Baraldi); 0000-0001-9640-9385

(M. Cornia); 0000-0002-2239-283X (R. Cucchiara)

© 2022 Copyright for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).

[==== CEUR Workshop Proceedings (CEUR-WS.org)

project and its transversal project on Vision and Lan-
guage. A close collaboration is also active with CINECA
and NVIDIA, in the context of the NVIDIA Al Technology
Centre of Modena.

This paper presents an overview of some of the most
recent research activities the group has carried out, rang-
ing from enhancing V&L models with long-tail capabili-
ties [1] to building learnable metrics with high correla-
tion with the human judgment [2] Finally, we will also
provide a progress report on the development of naviga-
tion algorithms which integrate Vision, Language, and
Explainability [3, 4, 5].

2. Describing Images in Natural
Language

Image captioning aims at generating textual descriptions
from visual inputs. As such, it entails modeling the con-
nections between the visual and textual modalities and
can be seen as a fundamental step toward machine in-
telligence [6]. In the following, we describe our recent
research activities in this domain, focusing on both ar-
chitectural advances and the evaluation of generated
captions.

2.1. Separating Semantics and Style for
Image Captioning

Recent works automatically collected large-scale datasets
with noisy image-text pairs from the web, partially solv-
ing the semantic scale issue of popularly-used human-
annotated datasets like COCO [8], but at the cost of re-
ducing the quality of the annotations (see upper part of
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Figure 1: Samples of human-annotated and web-collected
(image, caption) pairs and overview of our approach with
multi-source training [7].

Figure 1). Some attempts that directly train on noisy
datasets [9, 10] have been proposed, but generally gen-
erate captions with low quality, while others solutions
that perform a self-supervised pre-training [11, 12] do
not take into account the difference in descriptive style
between sources. To overcome these issues, we focused
on generating pertinent captions which can be richer in
terms of semantics and include proper names and long-
tail concepts, by jointly leveraging web-collected and
human-annotated sources and maintaining the style and
fluency of human-annotated captions [7].

The core idea behind our approach is that of separating
semantics and descriptive style while training on non-
homogeneous data sources. This is achieved through
the introduction of a style token that can condition the
network both at training and generation time. During
training, the token is employed to distinguish between
human-annotated and web-crawled sources. At genera-
tion time, the style token can be used to generate human-
like descriptions enriched by the semantics learned on
web-collected datasets.

Further, to better represent semantics, we extracted
textual keywords through a novel retrieval-based ap-
proach [13], which avoids the need of using tags or de-
scriptions from object detectors [14, 11]. This also al-
lowed us to scale beyond a limited set of categories and
fully represent the semantics of the image regardless of
its source. The addition of the style token and of textual
keywords foster the transfer of descriptive style and se-
mantic concepts between data sources. An overview of
our architecture is shown in Figure 1.

From an experimental point of view, our model out-
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Figure 2: Sample descriptions generated by our model in com-
parison with a Transformer-based captioner trained on COCO.
Our approach generates high-quality captions by separating
content from style.

performs existing proposals in terms of caption qual-
ity, sometimes also surpassing models trained on sig-
nificantly larger datasets [12], and shows an improved
capability of generating named entities to improve the
description pertinence (Figure 2). Overall, this research
activity demonstrates that heterogeneous data sources
can be properly exploited, together with a selective archi-
tecture, to increase the performance of image captioning
systems.

2.2. Evaluating Captions with
Positive-Augmented Constrastive
Learning

The task of image captioning has not only witnessed
methodological and architectural innovations but also
the proposal of different evaluation metrics, shifting from
early translation metrics [15, 16] to more effective text-
based [17, 18] and multimodal solutions [19]. In particu-
lar, cross-modal models that match visual and textual data
have been emerging as a viable strategy to build high-
quality metrics [20, 21]. The CLIP model [13], which is
pre-trained on web-collected data, has also been tested
for image captioning evaluation, resulting in the CLIP-
Score [21], which has a significant correlation with hu-
man judgment. However, using large-scale models pre-
trained on web-collected data has limitations, as captions
collected from alt-tags lack style and distribution, which
is not aligned with those on which image captioning sys-
tems are evaluated. At the same time, recent advances in
both image [22] and text generation [11, 23] have made it
possible to synthetically generate data in both modalities,
with controlled style and quality.
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Figure 3: Overview of positive-augmented constrastive learn-
ing for captioning evaluation [2].

Following these insights, we recently proposed a learn-
able metric that fuses the advantages of both these sce-
narios, by leveraging the quality of the pre-training on
web-collected data and that of cleaned data, and also reg-
ularizing the training by considering additional positive
samples hailing from visual and textual generators [2].
Specifically, we started from the dual-encoder architec-
ture popularized by CLIP [13], which comprises an image
encoder [24, 25] and a text encoder [26]. In this archi-
tecture, the multimodal interaction is performed in a
late fusion fashion, by projecting the output of both en-
coders to a common dimensionality and then on the ¢,
hypersphere via normalization. The visual and the tex-
tual inputs can then be compared via cosine similarity.
Starting from a trained embedding space, an evaluation
metric for image captioning can be defined by simply
scaling, and eventually thresholding, the similarity com-
puted inside of the embedding itself. To overcome the
fact that the textual annotations in alt-tags and the dis-
tribution of web-scale images may not align well with
the images used to evaluate captioning systems, we advo-
cated the usage of synthetic generators of both visual and
textual data, which showcase sufficiently high-quality
levels when generating both images and text and are
controllable in terms of visual distribution.

Formally, given a batch of N real images 7" =
[vi, v, ..., vn] and their corresponding captions I =
[t1, 8, ..., tn], we augmented it by generating images 7" =
[vl’ SV ey vI’\,] (using the Stable Diffusion model [22])
and texts 7/ = [t{,t5,....t§;] (employing the BLIP cap-
tioner [23]), and defined multiple N x N matrices con-
taining pairwise cosine similarities between the different
inputs. We then adopted a symmetric InfoNCE loss [27]
which aims at maximizing the cosine similarity between
the N matching pairs and minimize those of the N2 — N
non-matching pairs (Figure 3). The loss which compares

real images 7 with respect to real texts 7, for instance,
can be defined as
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where 7 is a temperature parameter. In addition to a loss
term between real images and real texts, we also add
symmetrical loss terms between cross-modal generated
and real pairs, i.e. between generated images and human-
annotated texts (Ly~ &), and between original images and
generated texts (Ly o). In this way, generated items act
as additional positive samples for the real matching pairs,
thus adding a supervisory signal without paying the cost
of the noisy data on which contrastive-based features
extractors like CLIP are learned. The final loss function
is a weighted combination of the three loss terms.

We then used the positive-augmented CLIP model
to evaluate captions for both image and video settings.
Specifically, we followed the CLIP-S paradigm [21]
to evaluate image-text pairs and the EMScore frame-
work [28] to evaluate video-text ones, by employing our
image-text model finetuned with additional positive sam-
ples. Experimentally, the proposed Positive-Augmented
Contrastive learning Score (PAC-S) outperforms existing
metrics on multiple datasets and achieves the highest
correlation with human judgments on both images and
videos. The source code and trained models are publicly
available at https://github.com/aimagelab/pacscore.

3. Multimodal Embodied Al

3.1. Exploring and Explaining Embodied
Environments

The development of embodied agents that can commu-
nicate with humans in natural language has gained in-
creasing interest over the last years, as it facilitates the
diffusion of robotic platforms in human-populated envi-
ronments. As a step towards this objective, we tackled
a setting for visual navigation in which an autonomous
agent needs to explore and map an unseen indoor envi-
ronment while portraying interesting scenes with nat-
ural language descriptions [29, 5]. Our approach can
generate smart scene descriptions that maximize seman-
tic knowledge of the environment and avoid repetitions.
Further, such descriptions offer user-understandable in-
sights into the robot’s representation of the environment
by highlighting the prominent objects and the correlation
between them as encountered during the exploration.
Our architecture is composed of three main compo-
nents: a navigator, in charge of the exploration, a cap-
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Figure 4: Overview of the approach for smart scene description, comprising a navigator, a speaker policy, and a captioner.

tioner, that describes interesting scenes, and the speaker
policy that decides when the captioner should be ac-
tivated. An overview of our complete architecture is
shown in Figure 4.

Navigator. The exploration capabilities of the agent
are strictly dependant on the performance of the navi-
gation module, therefore relying on a proper navigation
approach is of fundamental importance. Following re-
cent literature on embodied visual navigation [30, 31],
we devised a hierarchical policy coupled with a learned
neural occupancy mapper and a pose estimator. The hier-
archical policy sets long and short-term navigation goals,
while the neural mapper builds an occupancy grid map
representation of the environment and the pose estimator
locates the agent on such map.

The output of the mapper is a global map of the envi-
ronment that keeps track of the non-traversable space
in its first channel and the area explored by the agent
in the second one. At each time step, the mapper pro-
cesses the RGB-D observation coming from the agent
and predicts an egocentric local map representing the
state in front of the agent. At every timestep, the local
map is transformed using the estimated pose of the agent
and registered to a global map with a moving average.
The navigation policy adopts a hierarchical structure as
used in [30, 31]. Specifically, the navigation policy com-
prehends three modules: a high-level global policy, a
deterministic planner, and an atomic local policy. The
hierarchical policy is adopted to decouple high-level and
low-level concepts like moving across rooms and avoid-
ing obstacles. It samples a goal coordinate on the map,
while the deterministic planner uses the global goal to
compute a local goal in close proximity of the agent. The
local policy then predicts actions to reach the local goal.

As global exploration reward, we compared various
approaches such as curiosity [32], coverage [33], antici-

pation [31], and impact [4]. All the considered methods
obtain the reward by exploiting visual input sensors only.
Exemplar exploration trajectories resulting from the dif-
ferent rewards are reported in Figure 5.

Captioner. The goal of the captioning module is that
of modeling an autoregressive distribution probability
p(ww, 4, V), where V is an image captured from the
agent and {w}, is the sequence of words comprising the
generated caption. This is usually achieved by training a
language model conditioned on visual features to mimic
ground-truth descriptions. For multimodal fusion, we
employed an encoder-decoder Transformer [26] architec-
ture. Each layer of the encoder employs multi-head self-
attention and feed-forward layers, while each layer of
the decoder employs multi-head self- and cross-attention
and feed-forward layers. For enabling text generation,
sequence-to-sequence attention masks are employed in
each self-attention layer of the decoder.

To obtain the set of visual features V for an image, our
model employs a visual encoder that is pre-trained to
match vision and language (i.e. CLIP [13]). Compared to
using features extracted from object detectors [14, 11],
our strategy is beneficial in terms of both computational
efficiency and feature quality.

Speaker Policy. While exploring the environment, the
agent sees various RGB observations. Even if the agent
was navigating efficiently, the majority of the obser-
vations would be overlapped with each other, and the
same objects would be observed at multiple consecutive
timesteps. Since the agent should describe only rele-
vant scenes during exploration and avoid uninformative
captions or unnecessary repetitions, a component that
controls caption generation becomes necessary. We thus
introduce a speaker policy which is responsible for trig-
gering the captioner depending on the current view. We
compared three approaches that exploit different modali-
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Figure 5: Qualitative exploration trajectories of different navigation agents on the same episode.

ties: a depth-based policy that employs mean depth value
of the current observation, an object-based policy that
uses the number of relevant objects in the RGB obser-
vation, and a visual activation-based policy that instead
employs the activation maps of the visual encoder used
by the captioner.

3.2. Generating Synthetic Instructions
for VLN

In line with the trend observed in the past section, we
have also focused on the Vision-and-Language Naviga-
tion (VLN) task for personalized embodied navigation.
When performing VLN, an agent or a robot can perceive
the 360° view of the environment and is given human
instructions such as “Walk forward, make a right turn
around the kitchen island. Continue past the living area,
enter the bedroom, then make a left turn and enter the
bathroom”. The agent has to follow the instructions and
navigate a previously unknown environment to reach
the specified goal and stop there.

As collecting manual annotations has a significant cost,
we also proposed a novel computational model that can
generate synthetic instructions starting from unlabeled
navigation paths in an environment. In the model that
we propose, we combine a multimodal Generative Pre-
Trained Transformer (GPT) and Bidirectional Encoder
Representations from Transformers (BERT) in an adver-
sarial manner to generate better quality instructions. In
particular, the model consists of a Transformer decoder
(GPT-2) that generates sentences for a sequence of im-
ages from the environment describing the agent’s path.
The BERT-like encoder, instead, serves as a discriminator
and is trained to distinguish between real and fake in-
structions. Both the generator (GPT-2) and discriminator
(BERT) are trained simultaneously.
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