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Abstract 
Machine learning technology has a profoundly transformative impact on innovation, presenting 
challenges to existing regulatory frameworks. Trustworthiness principles play a pivotal role in both the 
EU AI Act and other relevant regulations, such as the GDPR. In a broader context, trustworthiness that 
will be an essential requirement for AI systems necessitates the integration of fairness considerations 
throughout the entire ML lifecycle. This integration is a complex yet crucial endeavor to ensure the 
responsible development and deployment of AI systems. The challenges associated with incorporating 
fairness into machine learning models arise from not only the lack of standardized fairness constraints 
but also the hesitancy among practitioners to adopt existing fairness measures and to the cost associated 
with the inclusion of fairness in the process. Overcoming these challenges is essential for building AI 
systems that are genuinely trustworthy, compliant with regulations, and ultimately beneficial to society.  
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1. Introduction 

Machine Learning has become one of the most 
promising disruptive innovations of the last 
decade: it's been estimated that AI will reach a 
worldwide market value of 1,500 billion USD by 
2030 [5]. ML deployment can be found in core 
sectors such as finance [32], healthcare [14] and 
human resources [31], and so is set to impact 
people’s lives rapidly and deeply. The rise of 
machine learning has led to increasing concerns 
about the vulnerability of these systems to amplify 
existing social biases [34, 13], resulting in unfair 
treatment of entire populations [8]. Unfortunately, 
most of the models available in the industry today 
are not designed to account for fairness [20]. 
Numerous examples exist of discriminatory 
systems that discriminate based on protected 
attributes like race [10], gender [7], or a 
combination of both [24], as well as any of the 
proxy features correlated with protected 
attributes. The need to address these issues has 
given rise to a new research field called 
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algorithmic fairness [25], focused on mitigating 
bias and ensuring fair decision-making systems. 
While fairness in AI has long been recognized as 
an important concept [19], its significance in 
machine learning has grown exponentially due to 
the integration of trustworthiness principles in 
modern legislation such as GDPR [12] and the 
upcoming EU AI Act [11]. However, 
incorporating fairness into the development 
process of machine learning is complex. Although 
numerous fairness metrics and tools have been 
developed to provide solutions, applying them in 
real-world contexts is often facing difficulties. 
These challenges arise from a lack of adaptability 
to institutional realities [33], as well as 
computationally expensive deployment [8]. 
Addressing these complexities is crucial in 
achieving true fairness in AI systems and meeting 
modern legal requirements. 
When it comes to development, ML practitioners 
often face challenges in making fair decisions 
[22], identifying potential risks in their specific 
context and domain area [18], and integrating the 



available toolkits into their existing processes, as 
they find their functioning difficult to 
comprehend and limited in their ML lifecycle 
coverage [22]. Additionally, integrating these 
tools into organizational structures can prove to be 
challenging, with constraints that compromise the 
motivation to consider fairness in their work [23]. 
However, maintaining the current status quo in 
terms of fairness will soon be untenable. With the 
enactment of AI-related legislation [11, 12], 
compliance with fairness regulations will become 
a top priority. Moreover, incorporating fairness 
can be a strategic business practice, offering 
numerous benefits such as reduced risk of failure, 
reinforced brand reputation, and enhanced user 
trust [34]. Embracing fairness in AI systems, 
therefore, not only fulfills legal obligations but 
also fosters long-term organizational success. The 
cost of embracing fairness needs to be considered 
as a key element to make fairness-aware ML 
lifecycles adopted at large. 

2. The need of a new Machine 
Learning Lifecycle  

The development of a Machine Learning (ML) 
lifecycle involves a complex sociotechnical 
process that consists of several phases, each with 
its own set of stakeholders. While there is no 
standard or agreed-upon process for ML 
production and release, most of the ML lifecycles 
deployed today include similar phases [9, 35], 
although some valuable phases, such as the 
inclusion of fairness metrics in the pipeline, are 
underrepresented. Such metrics, while are   
measurable and mathematically defined, are of 
limited efficacy [29]. They do not consider the 
individual choices made by stakeholders 
throughout the project, which can influence the 
outcome of the model and hinder its long-term 
efficacy [30]. The ML development lifecycle in 
fact involves a series of decisions that, apart from 
algorithmic bias management, can lead to 
unintended consequences [21]. Understanding 
how each step influences the decision-making 
process of pipeline workers may help address the 
most harmful downstream consequences more 
directly and meaningfully [30]. For instance, 
incomplete documentation detailing the choices 
made in the lifecycle [16] can lead to biased 
decision-making and the loss of accountability for 
the choices made [34]. 

 

In order to prove our point effectively, let us 
reflect on a real use case scenario [26] where a 
fairness-aware intervention encompassing the 
whole ML lifecycle can seriously benefit a 
business practice. One of the sectors in which ML 
deployment is particularly looked upon is loan 
eligibility [3], whose problem statement perfectly 
fits that of a prediction task. As decisions about 
granting a loan to a customer is traditionally based 
on variables like credit history or income, these 
can be turned into features to train a model to 
predict from a customer profile whether it will 
return or not a loan if granted one. Three main 
outcomes are possible in relation to a credit 
decision: a creditworthy applicant receives the 
loan and can repay it; a creditworthy applicant is 
refused the loan; an applicant receives the loan 
and defaults after its disbursement. 

This use case has been chosen because the use 
of ML in this sector without the rightful fairness 
concerns being made has already produced 
episodes of discrimination [2], which stem from a 
specific kind of harm: allocative harm [1]. The 
social and economic cost of a mistake in this 
sector can be detrimental for the consumer, and 
sometimes for the company itself: assuming the 
AI system operates in a country with an official 
credit score system aimed at determining the 
likelihood of an applicant meeting her financial 
obligations, tending to a significant credit score 
reduction would affect applicants who receive the 
loan but subsequently default (false positives) 
whilst a credit score reduction of a lesser extent 
would apply to those applicants who are denied 
access to the loan but would have repaid it (false 
negatives). The latter group is also likely to see a 
long-term deterioration of their credit score as 
having been denied access to financial resources 
may result in a long-term impact on their ability 
to meet future financial obligations. Basically, 
what makes the problem critical is that harm can 
go both ways: on one hand, using a traditional ML 
lifecycle (using historical data, maximizing 
fairness etc.) to build a loan eligibility system 
poses the risk of producing more false negatives; 
if the people affected were to eventually resort to 
legal means, revealing that the decision made is 
only explainable with protected features 
discrimination (like gender or race) and nothing 
more, the reputation of the business owner would 
be at risk, and customers would become more 
distrustful of the AI. On the other hand, though, 
some selection has to be made in order not to 
default the company itself; plus, there could be a 
situation where ML prediction may actually prove 



correct despite being casually related to a 
protected variable (e.g. a woman not being 
granted a loan has nothing to do with her gender), 
but where the company is still called for an 
explanation of the decision process.  

In conclusion, the problem to be solved here is 
how to find the most optimal trade-off between 
profitability, fairness, reputational concerns, but 
also current work practices and stakeholder 
engagement. For these reasons, we posit that the 
old ML lifecycle as it is today not cut for meeting 
said requirements: a new, different approach is 
needed, one that aims at satisfying the priorities of 
all involved stakeholders, including those 
ultimately impacted by the decision (the 
customers), thus leading to better societal 
outcomes whilst ensuring transparency on the 
impact of the decisions on the profitability of the 
business. 

3. Next Generation ML Lifecycle: 
recent approaches  

Recently, some approaches were proposed to 
tackle the problem of ML lifecycle. 
The first one is called Data-Centric AI [6, 27], an 
approach that provides a granular understanding 
of how sources of noise, error, and bias in data 
impact the model performance both in terms of 
fairness and accuracy. By creating an intrinsic tie 
between data and model results, and operating a 
data-model feedback loop, Data-Centric AI 
ensures that a long-lasting and sustainable 
fairness strategy is achieved. This methodology 
brings several stakeholders in the process, creates 
accountability amongst data owners, and allows 
one to understand specific problems in single data 
samples which are impacting the model’s fairness. 
Considering the consumer lending problem, the 
initial step is to agree on a fairness measure that is 
suitable for the application under consideration, 
based on the type of harm that is ensued (in this 
case, allocative), and the one which best reflects 
the above-anticipated harms from the AI system 
under scrutiny is the equalized odds measure [15]. 
Once identified the appropriate fairness measure, 
the Data-Centric AI approach entails the 
identification of the individual contribution of 
each observation in the dataset to the quantitative 
performance of the model with respect to this 
measure, and the results of this procedure will 
allow practitioners to correctly select the best 
strategy for improving overall fairness (e.g. 
improving the dataset features distributions).  

The second one is called Z-Inspection [35].  The 
Z-Inspection process is a versatile tool that can be 
used to evaluate and audit AI systems before they 
go into production. Its primary purpose is to raise 
awareness among relevant stakeholders about the 
potential ethical, social, technical, and legal risks 
associated with implementing an AI system. Z-
Inspection is inspired by the seven requirements 
outlined in the "Framework for Trustworthy AI” 
[17]. Z-Inspection brings together two distinct 
approaches into a single process. The first is a 
holistic approach that aims to consider the entire 
sociotechnical system. The second is an analytical 
approach that considers each part of the problem 
domain in greater detail. The outcome is a multi-
perspective view that is capable of assessing, 
discussing, and resolving the tensions that arise 
during the assessment process through a set of 
recommendations. 
To illustrate how it operates, let's consider the 
example of customer lending. The first phase of 
the Z-Inspection process involves forming an 
interdisciplinary team of investigators, including 
engineers, ethicists, case owners, and company 
practitioners, to define the boundaries of the 
assessment. In the second phase, each team 
identifies all possible ethical and legal issues and 
maps them to the trustworthy AI ethical values 
and requirements, such as protected features and 
discrimination danger. Finally, in the third phase, 
the team addresses ethical tensions and solves 
them whenever possible, such as recommending a 
specific fairness measure in favor of other ones 
[cfr. 28]. One of the main advantages of the Z-
Inspection process is that it considers fairness as 
an integral part of the assessment process from the 
outset. It also allows a multidisciplinary team of 
professionals to collaborate and discuss together, 
leading to a more comprehensive and effective 
approach to addressing ethical issues. 

4. Toward a cost-effective fairness 
aware ML lifecycle 

The contributions made toward understanding and 
standardizing the next generation of ML 
lifecycles are incredibly valuable. However, it is 
crucial to consider the cost factor in the 
development of these lifecycles. To ensure that an 
ML lifecycle is fairness conscious, it must 
incorporate fairness and other ethical 
considerations from problem formulation to 
deployment. Therefore, optimizing each step of 
the lifecycle is crucial.  



To address these issues, we propose the redesign 
of a novel ML Lifecycle that places fairness at its 
core and factors in also the cost/benefit for every 
step of the process. Our approach will draw 
inspiration from the FATE paradigm (fairness, 
accountability, transparency, explainability [cfr. 
28]) and incorporate Human-Centered Design and 
Ergonomics techniques. An initial hypothesis of 
the different phases is the following: 
Problem Formulation: In the problem 
formulation stage, the objective is to define the 
business problem and identify the relevant 
stakeholders. This includes identifying the key 
performance indicators (KPIs) and the decision-
making criteria that will be used to evaluate the 
model's performance. At this stage, it is also 
essential to identify the fairness concerns and 
metrics that will be used to assess fairness. 
Data Collection: The data collection stage is 
crucial for fairness-aware machine learning. The 
goal is to collect data that is diverse and 
representative of the population being studied 
[13]. This includes taking steps to ensure that the 
data collection process is unbiased and does not 
discriminate against any group [4]. At this stage, 
it is also important to identify any potential 
sources of bias in the data. 
Data Pre-processing: In the data pre-processing 
stage, the goal is to clean and transform the data 
so that it is suitable for machine learning. This 
includes removing outliers, filling in missing data, 
and transforming the data into a format that is 
suitable for modeling. At this stage, it is also 
essential to check for any biases that may have 
been introduced during data collection [4]. 
Model Training: In the model training stage, the 
goal is to build a model that is fair and accurate. 
This involves choosing an appropriate algorithm, 
tuning hyperparameters, and evaluating the 
model's performance on training and validation 
data. It is also essential to check for any biases that 
may have been introduced during model training. 
Model Evaluation: In the model evaluation stage, 
the goal is to evaluate the model's performance on 
test data. This includes measuring accuracy and 
fairness using appropriate metrics [cfr. 27]. It is 
also essential to check for any biases that may 
have been introduced during model evaluation. 
Model Deployment: In the model deployment 
stage, the goal is to deploy the model into a 
production environment. This involves testing the 
model in real-world scenarios and monitoring its 
performance over time. It is also essential to 
continually evaluate the model for fairness and 
accuracy. 

Model Maintenance: In the model maintenance 
stage, the goal is to ensure that the model remains 
fair and accurate over time. This includes 
monitoring the model's performance, updating the 
model when new data becomes available, and re-
evaluating the model for fairness and accuracy. 
At each step of the machine learning lifecycle, a 
cost-benefit analysis is performed to optimize 
fairness and cost simultaneously. The cost-benefit 
analysis considers the trade-offs between fairness, 
accuracy, and cost and identifies the optimal 
balance between these factors. 

5. Conclusions 

In this position paper, we have examined the 
challenges that arise in current ML lifecycles 
regarding fairness and introduced different 
strategies to address the issue. Specifically, we 
have explored data-centric approaches and 
inspection-based perspectives to ensure fairness 
in the lifecycle. 
Data-centric approaches involve methods that 
prioritize the selection, preparation, and use of 
data to mitigate any potential biases in the ML 
lifecycle. Inspection-based perspectives, on the 
other hand, focus on evaluating the outcomes of 
the ML model to identify and correct any 
instances of unfairness. 
However, in the adoption of new generation ML 
lifecycles, cost is a critical factor that must be 
taken into account. The cost of developing and 
implementing a new ML lifecycle can vary 
significantly depending on the complexity of the 
model, the size and quality of the data, and the 
availability of resources. 
Thus, when designing and implementing new ML 
lifecycles that prioritize fairness, it is essential to 
consider the cost factor to ensure practical and 
feasible solutions. This includes assessing the 
cost-benefit of different approaches and 
optimizing individual steps in the ML lifecycle to 
achieve the desired outcomes while minimizing 
costs. 
For example, a cost-effective strategy for ensuring 
fairness in the ML lifecycle could involve using 
readily available datasets and implementing 
guided data cleaning strategies to reduce bias. 
Additionally, optimizing the algorithm's 
performance through regular monitoring and 
testing can reduce the need for costly and time-
consuming manual inspections. 
In conclusion, while addressing fairness in ML 
lifecycles is crucial, it is equally important to 



consider the cost factor in the adoption of new 
generation ML lifecycles. By optimizing the 
individual steps and assessing the cost-benefit of 
different approaches, we can ensure that fair and 
practical solutions are developed and 
implemented. 
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